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|2. Objectives |

The objective of tls workis to contribute to developng a system for person identification
through the analysis olan RGB image of the facef the person in front of arAssistant
Personal RobafAPR]Figurel).

Figurel. a) APRb) Interaction with the APR.

To accomplish the purposéhe state-of-the-art worksrelated to this subjectvill be studied,
focusing on subjeatecognitionbut also on gender and agéentification Those works will be
evaluated in advantages and disadvantages and finalhagproach will be chosen to be
implemented in this work.

The camera used in thigork isthe Creative Senz3D Camera whicbvides RGB, infrared and
depth simultaneousinformation; the RGBimage without background is also processed and
obtained furthermore the camera provides the world 3D points the final planned
application,the APRwill capturefaceimages trough the 3D cameemd theywill be usedto
identify the person in front of the robot.
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3. Related work |

This section presents the related wors the topic of subject recognition. This works include
facial recognitiorstudies and facial databases.

| 3.1. Facial Recognition Studies

Here the state-of-the-art works on the topic of subject recognitidiound in the scientific
literature are presented The works are ordered obnologically.

3.1.1. A New Fast and Efficient HMM-Based FaceRecognition System Using a
7-State HMM Along With SVD Coefficients

In [1] Miar-Naimi and Davari on 2008 proposed a HNdlked face recognition system using a

7-state HMM along withSingular Value Decompositio®\{D) coefficients. Theseven face

regions which were extracted using SVD and assigned to a state in HMM are: Hair, forehead,

eyebrows, eyes, nose, mouth and chin as shown in FRyure

Hair

Forehead

Eyebrows

Eyes

Nose

Mouth

Chin

Figure2. Seven Regions of Face

The Olivetti Research Laboratory (ORL) Datalj@evas the one they used to test their
system.

3.1.1.1. Process

First the image is filtered using a 3x3 statistic filter, which replacede¢n&redelement of the
window with its minimum elemen&s shown in Figur8. This step reduces the information of
the image.

Figure3. Example of operation of the order static filter. a) Before filterinig) After filtering.
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The orignal Black and White images from the ORL Database of resolution 112x92 are reduced
to 64x64. This dataset contains 10 facial images of 40 different subjects.

b x

The twodimensional image resulting is reduced into a -amensional sequence of blocks of
width 64 and height 5. The features are extracted computing SVD coefficients in each block.
¢KS FSIFGdNBa RSaAaONAROAY3I SIFEOK of 201 - MB,. G§KS
These values are later quantized so that they camlbeelledby discreteHMM. This process

is done by rounding, truncating, or similar irreversible, nonlinear process that lead to
information loss. Once each block of images is mapped to a sequence of integers (considered
the observation vectors), they areodelledby a severstate HMM shown in Figuré.

Hair Forehead Eyebrows  Eyes Nose Maouth Chin

Figure4. A one dimensional HMM model with seven states for a face image with seven regions

From each class (person) 5 images are used for training anckthaining 5 for testing. The
HMM is trained for each person in the database using the B#gtch algorithm. The test
image to classify is first represented by its own observation vector to calculate the provability
of it given each HMM face model.

3.1.1.2. Results

The recognition rate obtained by this system was 99% testing ORL Database resized and
divided in training and testing datasets as explained above. The training time per image was
0.63 seconds and the recognition time per image 0.28s. If the image sizedvaed to 32x32

the recognition time diminished to 0.15s but the recognition rate lowered also to 92.5%.

3.1.1.3. Advantages

1 The blocks in which the images were divided were represented not withgtbg
values of each pixel but with just three features (SVD wludowever those values
come from thegreypixel values.

1 The recognition time is 0.2&gr image (at a resolutioof 64x64 pixels)

3.1.1.4. Disadvantages

I Face detection, rotation or lighting adjustments were not implemented, as all where
face images taken at thsame distance and with few lighting variations. These
processes would increase recognition time.

1 The efficiency would lower if larger and more complicated databases were tested.
Feature extraction or the use of2 HMM may improve the system performance.

Pager/45
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b x

3.1.2. Face Component Extraction Using Segmentation Method on Face
Recognition System
In 2] AgushintaS&G ' f @ RSGSNNAYSR (GKS FF0OS O02YLRYySyidaQ
well as some of the distances between them to be used in face recognition. They used their
own dataset of 150 frontal face RGB images of resolution 300 x 300 pixels in JPG Toenat.
face components extraction process works as follows.

3.1.2.1. Process

First the face is detected, based on skatourmodel. Luminance level is decreased converting

it to YCbCr or chromaticolour, a Gaussian distribution is then applied and finally a binary
image is obtained after a threshold process. Then the image is cropped obtaining the face part.
These steps are shown in Figle

f)

Figure5. Processing Steps: a) Original Image, b) YCbCr conversion, ¢) Result of Gaussian distribution, d) Binary
image result of threshold process, e) Face detekté Face cropped.

c)

a)

Secondly the face region image is processed to obtain de face components and distances
between them. This process is done on YCbCr image and is conducted by dividing the face as
shown in Figures; extracting the eyes and mouth is done as shown in Figued Figure8
respectively; finally the nose is obtained by computing the distance between eyes (S&jure

and mapping the lower region of the calculated whole nose region (Fire

Color(RGE) Y EyeMapl EyeMa

Right Eye

co 3 EyeMapC EyeBinary

Figure7. Eye map formation

I 075D

Nose Peak
ol _,

Color(RGB)

b)

Difference AND

Figure8. Mouth map formation Figure9. Nose component geometry
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Finally the distances between face components are calculated between these points:

1 Thecentre point of right eye box
The centre point of left eye box
Thecentre point of mouth box
Nose peak
End points of nose width

b x

= =4 —a A

The distances calculated are the following, shown in Figiareor! No se encuentra el origen
de la referencia.

J1: Right eye Left eye
J2: Right eye Mouth
J3: Left ey Mouth
J4: Right eye Nose
J5: Left eyeg Nose

J6: Nose& Mouth

J7: Nose height

J8: Nose width

€ e eegegeeee

Figure 10. Determination of distances between face components

3.1.2.2. Results

A study of the combination of those eight distances-J8)L that gave uniqueness was
performed offering the results presented in Tafltle

Tablel. Face uniqueness level

N° | Component Distnce Combination | Unique Number| Unique (%)
1 |J1J2J3J435)6J7J8 150 100
2 | J1J233J4I536J7 150 100
3 | J1:J2J3J4IJ5J6 150 100
4 | J1:J233J4I5 148 98.67
5 ]J1J2J3J4 148 98.67
6 |J1EJ2J3J5 140 93.33
7 1 J1EJ2J3J6 150 100
8 | J4J5J6 126 84

9 |J1J2J3 140 93.33
10 | J7J8 42 28
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Considering the 150 images of the database tested uniqueness was achieved with a minimum

of four distances considered (case n° 7). The minimum number of distances should increase
along with the number of imagesonsidered.

b x

The uniqueness was tested using eigenspace method. The eigenvalues obtained indicated that

J1 was the most important component. It also showed that faces are not always symmetrically,

for what it is important to consider both J2 and J3 (one&geQ i NBLINBaSyd GKS 21
same happens with J4 and J5.

3.1.2.3. Advantages

1 The features used were not the coloor gry level of pictures (which may have
substantial variation in changing lighting) but the distance between face parts.

3.1.2.4. Disadvantages

1 Imagesof low resolution may lead to lower differences in joint distances and therefore
finding uniqueness harder.

1 Using &in detectionfor face identification could lead to errors when having images of
not just the upper body.

3.1.2.5. Singularities

f Method differentf@ Y + A 2 f Ito detecid fA®svaQ proposed:
0 Face detection using skin detection.
0 Face part detection form mapping YCbCr images and dividing face.

| 3.1.3. Optimizing Face Recognition using PCA

In [3] Abdullah et al. on 201Enproved the (Principal Component Analysis) PCA by decreasing

the time of computation keeping the same performance.K A & A Y LI SYSy Gl GA2y Q& |
to perform identification in a security system, recognizing or not the test subject a;mdhe

training database. Two recognition mistakes may occur: false reject (FR) when the system

rejects a known person and false acceptance (FA) when it accepts an unknown person.

In PCA face images are decomposed into small sets of characteristic features calléategjen
which will represen both train and test databasekirst the mean face is calculated and
subtracted from all the faces calculating the deviation. From that the covariance raattix

the eigenfaces arebtained In order to faster the process the iorepresentative eigenfaces

are calculated and will be the ones used for recognition, which will be done calculating the
Euclidean distance between two face key vectditse images used were part of tlvaces94
databasq13].

3.1.3.1. Process

First the minimum number of images per person (class) which offered the best recognition
percentage was studied. 19 persons were put in the test set with ongenfiar each in th
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training set,ncreasing one person in the training databgtstep of one100% recognition was
reached when using 6 images in the training database.

b x

Secondly the threshold valugf acceptance was studied, setting it¢® 1p 11 (Maximum
number of theEuclidean distance betwea the test and training image if the image is to be
accepted). Irthis case de Fi&s nearly zerdFigurelQ). The recognition was penfmed using
PCA including 230 eigenvectors. Each recognition process took between 1.9s to 2s.

0.6

0.3

0.4

0.3 -—'.ﬁ - +
—o—FRR 02

% "’x"nq...,...,..,
=#—-FAR 0 :

580
s¥°0

o s s W e
8 8§ 8 8 8 8
Threshold

FigurelO. FA and FR rates for PCA

Thirdly the number of eigenvectors considered for recognition was diminished from 230 to 188
and the second experiment repeated. The tinteken for each recognition was in this @s
between 1.4s to 1.5swhile keeping the same threshold value o® p mat zero FA rate
(Figurell).

0.6

0.4 A

——FRR 0.2 1

== FAR
D s R W N = O O
8 8 8 8 38 8 & &

Threshold

Figurell FA and FR rates for optimized PCA

3.1.3.2. Results

Decreasing the eigenvectors considered of the PCA algorithm from 230 to 188 led to a
substantial decrease in computational time (from 2s to 1.5s) while keeping the same
performance FR rate below 0.ZRecognition speed df.5 seconds per image (at a resolution

of 180 x 200 pixels).

3.1.3.3. Advantages

1 Threshold value for recognition was calculated

3.1.3.4. Disadvantages

1 Persons were not matched, but just considered to be from the database or not.

1 The PCA used thgreypixels values as input information. (Which may have substantial
variation in changing lighting)
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3.1.4. An efficient 3D face recognition approach base d on the fusion of novel
local low -level features

b x

In [4] Lei et al. on 201®resented a novel 3D face recognition approach based orAduel
geometric features collected from the ey&sehead and nose regions. The particularity of
those regions is that they are less influenced by the deformations caused by facial expressions.
Two datasets were used: FRGC v2.0 (Face Recognition Grand Cludtabgsg10]) and BUY

3DFE (Binghamton University 3D Facial Expredsi@ibaseg11]).

3.1.4.1. Process

Preprocessing

First of all the FRGC v2i@tabases pre-processedas some of the scans come with spikes and
holes. To remove spikes, the values of all three coordinatesand z) of the outlier vertices
are smoothed according to theeighbouringvertices information. Then the whole surface i
smoothed using a mean value filter. To fill the holes-autiic interpolation is applied along
the three coordinate matrices. Then the 3D facial scan is converted into 2D, wheredhee

is represented as the pixel valuEhe distances between thexgls along x and y directions are
of Imm.

Later, the pose is corrected to frontal view and the face is cropped using a mask which locates
the nose tip then PCA is applied on the cropped points to find their principal directions.

Feature extraction:

To repesent the face three regions are cropped using a mssk Figurd 2:

1 Nose (rigid region)
I Eyesforehead (semtigid region)
1 Mouth (non-rigid region)

Figurel2. Region based 3D faciadpresentation. 1st row: binary masks which are used to detect the seigid,
rigid and nonvrigid regions of a face respectively. The 2nd row illustrates some extracted regions taken from the
BU-3DFE dataset.

To diminish the information the cropped reg®mrare sampled at uniform (X, y) intervals of
2mm. And only the seed points are kefithe Mouth region is discarded due to the high
variance in facial expressions.
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Next, the 3D geometric features are extracted. To do so the 2D images from the regions are
converted into 3D point clouds. Each of the two facial regions is represented using multiple
spatial triangles, where one vertex is the ndigeand the other two are randomly picked from

the corresponding surface regidfigurel3a). From the triangles four features are proposed
(Figurel3b):

b x

1 A: Corresponds to the angle between the two lines determined by the two random
vertices and the nostp.

1 C: is defined as theadius of the circumscribed circle to the triangle determined by the
two random vertices and the nogip

1 D:is defined as the distance of the line between the two random vertices

1 N:is defined as the angle between the line defined by the two random eertind the
z-axis.

Circumcircle

Random Point 2—

Rg;ndom Pomnt 1

Random Point 1

b)

Figurel3. a) Example of one of the triangles useaf the extraction of the lav-level geometric featues.b)
Representation of the four lowlevel geometric features.

When the feature values are calculated from all the possible triangles of a certain region, they
are located into the histogram representitigat particular feature and region. This process

will reduce the amount of data tanalyse as instead of having the information for all the
triangles, this it is reduced to the information of the m bins of the histogram. The number of
bins is chosen to be 180 for all the histograms, as it is found to be the optimal one which is
sensitive tothe subject change but not sensitive to noise or facial expression change. Finally
the histograms of the same region are concatenated. In consequence, a face is represented by
a rigid region histogram descriptor and a seigid region histogram descriptoeach of
dimensionsl80x4.

In Fgure 14 a representation of the histograms of two individuals performing four different
facial expressions are shown. In each graph eight different histograms are plot. The subjects
are differencel bycolour. It clearly demonstrates that the histograms which correspond to the
same individual cluster together.
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Figurel4. Histogram representation of the four feature#\, C, D and N.
Classification:

In this work, SVM iadopted for classification for its excellent discriminating performance. The
basic idea of SVM is to map the feature vectors into a higimaensional space and then to
find an optimal hypeplane to separate one cluster from another by calculating theimak
margin.

SVMis a maximal margin classifier which performs classification by finding an optimal hyper
plane that maximizes the distance to the closest points in a higlmensional space. It was

first designed to solve binary classification probleifs.use it in this multiclass classification
problem the onevsall method is used, in whickSVMs are trained to classifyclasses, and

each SVM is responsible for the separation of the samples of one class from all the other
samples of the other classeof the training setln this work noHinear Gaussian radial basis
function (RBF) kernel is the one used to map each data into a hitjimensional space.

To perform the classification two histograms from each subject are available: therig@mi
region histogram and the rigid region histogram. To considerate both histograms two methods
are studied:

1 Featurelevel fusionConcatenate both histogrambaving one set of SVM
1 Scorelevel fusion: Perform the classifications of the two sets of SVM (for both
histogram)andfusethe resuls to obtain the final classification

The feature level fusion is found to be the most effective one, as it gives the maximum
classification rate.

3.1.4.2. Results

The optimal regions to consider are found to be the sdgid (eyesforehead) and rigid
(nose)
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The optimal number of bins of each histogram is found to be 180.

The highest recognition rate is obtained considering the four features. D is found to be the
most discriminative, followed closely by N. C is the leastidigative.

The best method to fuse both semigid and rigid histograms is found to be the featlegel
fusion, concatenating both histograms and using one set of SVM.

The classification rates on the two datasets tested (FRGC v2.0 containingdi#ééuals and
BU3DFE, containing 100 individuals) range from 95.6% to 98.7% using the fleaeiréusion
method.

3.1.4.3. Advantages

I The input to the SVM is not the pixadslourinformation (which may have substantial
variation in changing lightinfut the Mk & G 2 I NI Ya NBLINBaASYylGAy3a GKS
obtained from depth data

1 Large databases tested with high recognition rates

1 Robust to expression change.

3.1.4.4. Disadvantages

1 No information about the time required for training or testing

3.1.4.5. Singularities

1 Local feature®btained from depthimagesare used.

| 3.1.5. Age Group Estimation using Face Features

In [5] Jana et al. on 2013 estimated the age group of humans in images of their own database
using face features.

3.1.5.1. Process

First the images are pyprocessed (Figuré5). They are cropped at the face area usihg
MATLAB inbuilt functiorof Viola & Jonesthe eyepair, maith, nose and chin are also
detected

Figurel5. Image preprocessing: a) Face Imageg) Cropped face image) Eye pair detected imagel) Mouth
detected image e) Nose detected imagd) Chin detected image
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Secondly a series of features are extracted. The global features measured &okawng:

I F1 = (distance from left to right eye ball) / (distance from eye to nose)

F2 = (distance from left to right eye ball) / (distance from eye to lip)

F3 = (distance from eye to nose) / (distance form eye to chin)

F4 = (distance from eye to nosg)distance from eye to lip)

F6 is the angle between right eyeball, mouth point, and left eye ball in face image

= =4 —a A

Using the Grid features of face image feature F5 is calculated based on the wrinkle geography.
It includes the regions shown in Figur@a. To calculate F5 thmlourimage is converted into

grey scale image, then canny edge detection technique is applied on that image, giving a
binary face image with wrinkle edge (Figur@b). The white pixels of the wrinkle region give
wrinkle information in the face image. The white pixels are represented as 1 and black pixels as
0. The sum of the binary pixels in wrinkle region will be more when more wrinkles are present.

1 F5 = (sum ofigels in forehead region / number of pixels in forehead region) + (sum of
pixels in left eyelid region / number of pixels in left eyelid region) + (sum of pixels in
right eyelid region / number of pixels in right eyelid regior(stm of pixels in left eye
corner region / number of pixels in left eye corner region) + (sum of pixels in right eye
corner region / number of pixels in right eye corner region)

Figurel6. a) Grid features region of face imagle) Canny edges of face age

Thirdly the classification is done based on the above six features usifepis clustering
algorithm into 2, 3, and 4 age range groups. Then the same classification is done excluding F6
and finally just F5 feature is considered.

3.1.5.2. Results

The resultsshow that as more range groups to classify, lower is the correct classification
percentage. They also prove that only wrinkle features is more important for age group
classification. The results of the classification using only feature F5 are shownd2.Tabl

Table2. Classification results based on wrinkle feature F5.

No. of | Group Age No. of | No.of Correct
group No. Range faces faces | percentage
In actually | falling
years in this in this
group group
2 1 140 34 32 96%
41-80 16 16
1 1-30 20 27
3 2 3145 10 5 84%
3 46-80 11 10
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3.1.5.3. Advantages

1 The features used for classification are not ttwdouror grey level (which may vary in
different lighting conditions) but the distances between face parts or the density of
edges which could possibly be wrinkles.

1 The face is detected and cropped.

1 The classification rate reaches 96% accuracy for two age giosier.

3.1.5.4. Disadvantages

1 No information provided about changing lighting conditions or rotation of the images
in the dataset. No information provided about their resolution either.

1 Low number of classification groups.

9 For proper eye and eyeball detectidghe image should be without spectacle. The
image should be of a single straight frontal face.

| 3.1.6. Facial Age Group Classification

In [6] Prajapatiet al. on 2014 improved the previous approach by increasing the number of age

groups to five, see Tabk
Table3. Age group name with its age range.

Age Group Name Age Ringes
Babies 0-2
Children 3-16
Young Adults 17-30
Middle-aged Adults 31-45
Old Adults Above 45

3.1.6.1. Process

First the image is prprocessedthis consists in converting the RGB imag@ey scale. Then
the image is cropped to the face region and resized to 256 pixels height x 192 pixels width.

Later the face is detected usifndATLABunction implementing Viol& Jones algorithm. To
detect the faceFrontalFaceCARNModel is used. The eye painose and mouth are also
detected.

Then, variousdistances between the eye pair, nose, mouth and chin are calculated. These
distances will differentiate between baby and child, ey are closely related to the
craniofacial aging, see Figuté.

Origin of Reference

2 Years
5 Years
8 Years
12 Years
15 Years
18 Years

Figurel?. Craniofacial growth model for age progression
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To differentiate young, middlaged and old wrinkle features are extracted, the regions
considered can be found in Figui®. To detect the wrinkles gradient operations are used.

Finally the wrinkle density (wrinkle pixels / total pixels) is calculated. To correctly classify the
threshold value must be adjusted appropriately.

b x
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u»
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Figurels® 2 NAy1f SQa NX3IAZ2ya G2 oS
This method was tested in the A&t Database

3.1.6.2. Advantages

9 Local facial features are used for classification: feature distances and wrinkles
1 Classificatin is done between 5 aggoups, including babies.

3.1.6.3. Disadvantages

1 No information about the correctly classified rate

| 3.1.7. Gender Classification using Geometric Facial Features

In [7] Kalm and Guttikonda on 2014 measured facial distances for gender classification
Mathematical operations on frontal pose face images were done MKRFLAB

3.1.7.1. Process

First the input image is prprocessed. The RG&lour images are converted into a two
dimensionalgrey scale and resized into 256x256. Then, noise reduction is appliedlly an
edge detection method is used for detecting and extracting the boundary features. More
precisely, canny edge detector is used. The result of this method can be seen inlBigure

a) b)

Figurel9. a) Input imageb) Edge detection of Input image
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After the preprocessing, the features are extracted. There are two types of features:

1 Geometricbased features (local features) use high level information. Distances
between nose, eyes, eyebrow thickness or face length are examples of this kind.

1 Appearancebased features (global features) use low level information about face
image areas ba&sl on pixel values. Some popular global features are: Texture features
as LBP, histogram of gradients and wavelet transformation of image coefficient such as
Gabor wavelet.

The features used in this paper are local features. To extract those featuresydise nose,

lips and chin have to be located. To do so, the images are divided into four equal parts; the
centre of each part is calculated using the region properties. The distances between the
centroids are calculated. The eyes are located at upper dghbtupper left part and then the

lips. To locate chin and nose, values of +45 @tdwere added respectively to the centroid
value of lips.

The facial features to be considered are the following (see FR)re

interocular
distance

&ye to nose

0 QQ0 ®&H WO BXNI 0 W

Ow®D € XN 00E W
a)
eyetonose
distance
o~ 7 oo oy P T to chi
o ,,Q,Ooo&)a) EICNI d0E ©Q - m\ /B’;S;m;"
I W0 Qe&——7Fsz0s — . . %,
VORDOOQ 60 HE OQ _ ‘
b)
interocular
distance eye to chin
distance
”"n ¥, ", \ I4 X, 7, r \ o £ m d:'
o _,Ql) Q"Q0 W& WHMO BN 0 we
Il WO € " ; o el —
T 00000 QI 0 DE DO _
C)
eye to nose

distance

L DORD ETANI 0 0E OQ - = eve o1
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d)

Figure20. Facial featuresa) Ratio 1, b) Ratio 2, c) Ratio 3, d) Ratio 4.
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Thethreshold values for female have been decided as:
1 0OH Qpd OQ OO QMK T I WO Qp&® X PAQI WO QM T T T
The threshold values for male have been decided as:
1 0OD QP Q O QMY T Sl OD Qpd x P01 ¢ T T
If all these values satisfy the above conditions then the given image can be a male or a female.

3.1.7.2. Results:

125 images from mostly the ORL Database of both male and female were trained; ratios were
also calculated and compared with the thresh¢dtte Figure2l for an example of the ratios
values in male and female). The testing of images is performed using Indian face database. The
gender recognition rate is 95.6%.

£ a A
= 0.7910 05048 13742 0.6382 13686 07538 1.6702 0.5508
a) b)

Figure21. Example of a) Male image and ratios values, b) Female image and ratios values

3.1.7.3. Advantages

1 Parametric Method for classification. It is not the grey value of pixels what is compared
but the distances of certain facial features
1 High gender recognition rate: 95.6%r images of resolutio@56x256

3.1.7.4. Disadvantages

1 Vague description of the method to locate the eyes, nose, lips and chin.

3.1.8. Face Recognition and Using Ratios of Face Features in Gender
Identification

In [8] Bao et al. on 2018eveloped a system of algorithms for human face identification and
for gender classification.

3.1.8.1. Process

The identification of the face location is done &yplyingthe Distance Regularizddevel Set
Evolution (DRLSE) methtmda low resolution image of 50x50

The gender identification is done lnalysingand processing the left eye and eyebrow
features, which have been recognized using Gabor waveletexample of the output image
using 2D Gabor filter is given in Figu2e.
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Figure22. Magnitude output of Gabor filter

From that image three ratio parameters from the left eye region only are extracted. First the
left eye zone is located dividing the face into 3x3 squarersgibns as in Figurg3a. Left eye

is typically located in the first region, to ensure all eye and eyebrow are included that region is
extended, see Figur23pb.

| 2

g1\ 8

9

L)

a) b)
Figure23. a) 3x3 squares which the face is dividedb) Extended image of left eye area.
The selected area is then divided into eyebrow and eye. The adaptive threshold algorithm by

Niblack is used, which finds threshold values inith local window by the calculatiarf pixel
wise threshold usinthe local mearand sthe tandard deviation foa pixel.

The three parameters used for classification are the following:

| (bb,np(b'Q(Bi ¢ @ Q¢ Q
DWwQhi ¢ WOQQQ

i d)o,npcb'QJ)(bc‘x"@)i‘)'Qé Q
0O QO MAB 0QQQ

P i @i ¢ WOoQQQ
WO A RO ® G a® 00Q0

The length and height of the left eyeball are measured as the size of the rectangle containing
the extracted visible eye area (Figutéc and Figure 28). The eyebrow height is theeight of

the middle point location of the eyebrow. The length of the eyebrow is approximated as the
sum of the two line segments of the eyebrow (FigRda and Figure 25).

L B
Fa i) lq &

) d)

Figure24. Extracted binary images o) Male eyebrow, b) Female eyebrow, c) Male eye, d) Female eyebrow
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Those three parameters are calculated for all imagktheir customtraining set(21 female

and 21 maldmage® ® CA aKSNRA

The furction of the discrimination surface re
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two classes (genderglilding a criterion with the equation of the discrimination surface:
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sults in:
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The points calculated from the training set and the discrimination surface can be found in

Figure25.

+ Male

Discnmenant Surface

2~ : { + Female

15~ i
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Eyebrow Height/Eyaeball Height
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Figure25. Discrimindive surface and data used to build the discrimination function.

3.1.8.2. Results
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recognition. The correctly recognized men were 19, being the 95%. Thectbpnrecognized

women were 18 (90%).

Previous studies extracted features of just the eyebrow, reaching a maximeogiigon rate

H N

of 73.3% for male and 84% for female. The method described here proved that both eyeball
and eyebrow information provides mersignificant gender information, as the classification

rates are more accurate.

3.1.8.3. Advantages

1 Parametric Method for classification. It is not the grey value of pixels what is
compared but the distances of certain facial features
1 Relatively low resolution ingee (50x50) when recognizing the face region.
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3.1.8.4. Disadvantages

9 Precise calculation of the eye and eyebrow position is needed

1 No informaion provided about the dataset: lighting conditions, face rotation,
ol O1 3ANER dzy RX

1 No information provided about the resolutiomhen recognizing and calculating eye
and eyebrow features.

l 3.2. FaceDatabases

Here there is a collection of Databases used in literature and available online.

| 3.2.1. Olivetti Research Laboratory (ORL) Database

This database from the AT&T Laboratories Cambrjélgeontains a set of face images taken
between April 1992 and April 1994,

There are ten different images of each of 40 distinct subjétfemale and 36 maleJror some
subjects, the images were taken at different times, vaning lighting, facial expressions

(open / closed eyes, smiling / not smiling) and facial details (glasses / no glasses). All the
images were taken against a dark homogeneous background with the subjects in an upright,
frontal position (with tolerance fora@ne side movement). The files are in PGM format. The
size of each image is 92x112 pixels, with 256 grey levels per pixel. The images are organized in
40 directories (one for each subject), which have names of the $&¢frvhereXindicates the

subject number (between 1 and 40). In each of these directories, there are ten different
images of that subject, which have names of the fofjpgm whereYis the image number for

that subject (between 1 and 10).

A preview of the images of four subjects can benid in Figure6:

seeeeeeese
sr=sssssen

Figure26. Preview of ORL Database

| 3.2.2. Yale Database
This databasgl?] contains 169greyface imagesaken in 19 There are 11 different images of
each 15 distinct subjects. The 11 images illustrate diffeffastal or lightingconditions:
normal, without glasses, with glassdsft-light, rightlight, centrelight, happy, sad, wink,
sleepy andsurprised.

A previewof the images of four subjects can be found in Figiife

Page23/ 45



Figure27. Preview of Yale Database

| 3.2.3. Faces94 database

This databasés part of a group of databaset3 constructed by Dr Libor Spacekaces94
databasecontains images of 153 subjects (20 female and 133 male). The images resolution is
180 x 200 pixels 24 bitRGBIPG formatThe subjectémostly between 180 years oldjvere

asked to speak while a series of pictures were taken. The speech was used to introduce facial
expressions variations. There is no variation in lighting. The background image of the images is
plain green.

A preview othree of the images of eight subjectise can be found in Figui2s.

BEE222
EEE299

Figure28. Preview of Faces94 Database

| 3.2.4. Faces95 database

This database is part of a group of databaskd fonstructed by Dr LiboBpacek. FaceS§9
database contain20 images for the 7ZXubjects poth male and femal). The images
resolution is 180 x 200 pixels in 24 bit RGB JPG format. The subjects (mostly betwafen 18
years old) were asked ttake a step forward while the series photos were taken This
movement was used to introducesignificant head (scale and position) variatiods the
subject goes forwaraignificant lighting changes occur on faces due to the artificial lighting
arrangement The backgrounatonsists of a red ctain; this colour may vary due to the
shadows caused when the subject moves forward. There is also some facial expressions
variation.

A preview of terof the images of one subject the che found in Figur@9.
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Figure29. Preview of Faces9Batabase

| 3.2.5. Faces96 database

This database is part of a group of databaskd fonstructed by Dr Libor Spacek. Faces96
database contains 20 images for the 152 subjects (both mabk famale). The images
resolution is 196 x 196 pixels in 24 bit RGB JPG format. The subjects (mostly betvafen 18
years old) were asked to take a step forward while the series of photos were taken. This
movement was used to introduce significant head lscand position) variations. As the
subject goes forwargignificant lighting changes occur on faces due to the artificial lighting
arrangement Complex and different backgrounds are introduced (glossy posters). There may
be also some facial expressionsigdon.

A preview oten of the images of one subject the cha found in Figur&0.

Figure30. Preview of Faces96 Database

| 3.2.6. Grimace database

This database is part of a group of databasked fonstructed by Dr Libor Spacek. Grimace
database contains 20 images for the 18 subjects (both male and female). The images
resolution is 180 x 200 pixels in 24 bit RGB JPG format. The subjects (mostly betvafen 18
years old made grimaces while the series of photos were taken. This movement was used to
introduce significant head rotation and tilt variations as well as major facial expressions
variations. The background is plain

A preview offive of the images of one subjethe canbe found in Figur&1.

Figure31. Preview of Grimace Database
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4. Materials |

Herethere isa reference tahe camerausedand the data obtained from ithen a description
of the datasetbtained from the camera to test the experiment proposed

I 4.1. Camera: Creative Senz3D \

The camera used is the Creative SengBIQure32). This camera offers R@Bigure 33a),
Depth (Figure33c) and IRor Confidence(Figure33d) imagesplus the x,z,yWorld 3D Point
coordinates. The second coordinate is nameds it contains the depth informatiorThe R@
image without background (RGBis also processes meshing the Depth and RGB ifRagee
33b). The camera specifications are the following:

1 RGB video resolution HD 720p (1280 x @0JGA(640 x 480)
IR and Depth resolution QVGA (320 x 240)

Frame rate up to 30fps

FOV (Fieldf-View) 74.

Range 0.5ft -3.25ft. (0,15m ~1m)

= =4 —a A
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50 100 150 200 250 300 50 100 150 200 250 300
c) d)

Figure33. Images obtained by the camera: a) RGBR&BDc) Depth, d) IR
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To represent the Worl@D Point coordinates, first th@ointCloudVIATLAB function is used to
directly store the WorlBD Point coordinates in a point cloud variable. Then todour of the

point cloud is defied as the one given by the RGBnage. Finally to point the point cloud the
pcshowfunction is used (Figuréd).
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The process of obtaining the data from the camera and updating the point cloud can be done
in real timeg taking around 0.1s to do all the procedssing MATLAB R2015b, on a PC with

2.5GHz processor, 4GB RAM and Windows 10 64 bits)
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Figure34. Representation of the originat,z,yWorld 3D Point Coordinates colored with RA@Bimage.

The images obtained by the camera calso be processed to erase noise and unwanted

points. This process is done taking into consideration the depth image and consists on deleting

all the regions with less than 50 pixels connected, then, to avoid losing hagther

information in the borderof the regions, they are dilated two pixels. Finally the biggest region

is the one selected. This final region is applied for the RGBD, Depth and IRasnagd
(Figure35). b2 G A OS GKI G wD. AYF3AS R2SayQi &dzZFFSNI Fye
change is not noticeable due to the fact that the points deleted are nearly blackhayd

merge with the background.
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Figure35. Processed imagea) RGB, b) RGBD, c) Depth, d) IR.

The point cloud can also be processed on its own usingl¢éneiseMATLAB functionThis will
removethe outlier points, defined as the ones which have an average distance tmdtarkst
neighbors above a threshaldhe number of neighbors is set to 4dathe threshold to 0.05
(Figure36):

Nooaé@DQQE § &6 Tt QXE odfifig bed 0 ¢ § TIDEGH N

Applying thisdenoisefunction the time spent to capture the image and plot the point cloud
raises to 0.785s.

Figure36. Processed Worl@D Points.
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