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Abstract

Energy storage is a key challenge to a sustainable energy supply. To design new
storage systems accurate and representative thermal property measurements are
essential. The T-history method is quick and uncomplicated, however numerous
adaptations have been proposed over the years. In this study these methods have been
classified and critically assessed based on their mathematical formulation and
experimental configuration. They can be broadly categorized according to one of
three assumptions regarding the heat transfer coefficient for natural convection: it is
constant either as a function of time or temperature, or it is negligible. This work
proves in addition that the heat transfer coefficient for natural convection, varies both
as a function of time and temperature. This is demonstrated both experimentally and
through rigorous simulation of the proposed configurations. Thus 7-history methods
which show the most promise for precise and unambiguous measurements eliminate
convection by making conduction the dominant thermal resistance in the system.
These techniques can be tailored to different materials and do not require a
simultaneous reference due to the use of a rigorous fundamental model compared to
the lumped parameter approximation. The addition of heat flux sensors to quantify

actual heat losses are recommended for absolute measurement certainty.

Keywords: T-history, phase change, convective heat transfer.



33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65

1. Introduction

There is an ever increasing demand for energy due to global growth and societal
development. The need for long term sustainability in energy supply options is self-
evident. To achieve this, it is critical to integrate renewable resources into existing
energy mixes. A major issue with these options are the intermittency of supply and
the misalignment with peak demand. One option to solve this problem is through
energy storage. This will allow current systems operating at optimal efficiency to
supply constant base load needs and potentially in the future enable renewables to
fulfil this function.

Thermal energy storage has been under investigation for many years [1,2] as an
alternative to battery based chemical energy storage. Specifically phase change
materials (PCMs) have emerged as a low cost option to achieve very high energy
density in a wide variety of applications [3,4]. Latent heat thermal energy storage
(LHTES) has the potential benefit of energy supply at effectively constant
temperature, making it attractive for use in building heating and steam generation.

Research has increased the number of available phase change materials
significantly over the years [5,6]. However a major challenge still remains, namely
the low thermal conductivity of these materials [7,8]. Many potential solutions have
been proposed to overcome this issue, largely focused on the development of
composites [9-15]. These composites and in some cases the PCMs themselves are
inhomogeneous which makes accurate thermal property measurement difficult [16-
18]. To effectively design and size systems it is essential that these property
measurements are representative and repeatable.

Traditionally differential scanning calorimetry (DSC) is used to measure
properties such as heat capacity and enthalpy of fusion. However, the small size of
DSC samples, typically 10-50 mg, makes obtaining representative results for
composites difficult. In addition DSC can be very expensive and running one sample
at a time, using a proposed scan rate of 0.5 K.min"' for PCMs [19], can become
extremely time consuming. For these reasons the 7-history method [20] and its
variations were developed. The approach is very cheap and simply measures the
temperature of a sample and reference material, most commonly water, over time.
This single measurement can, in theory, be used to calculate the heat capacity,

enthalpy of fusion and thermal conductivity of a sample.
2
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Unfortunately the simplicity of the measurement and the lack of a standardized
methodology have led to a proliferation of alternatives and adaptations [21-27], both
in terms of the setup used and the manner in which the data is employed to obtain the
final property values [28]. This in turn presents an abundance of options for
measurement but no clear method for distinguishing between the quality and accuracy
of the techniques. Most approaches include a simultaneous correction step to ensure
agreement with a reference material, but very few, if any, rigorously consider the
fundamental validity of the measurement model and its associated assumptions.

While the suggested methods have been catalogued and reviewed [28], no study
has as of yet demonstrated an unambiguous basis for selection of the optimal
approach. The objective of this investigation is to discern between the wide variety of
proposed modifications by formulating them on a common basis. In conjunction their
validity will be assessed based on a key assumption of the 7-history method: the
suitability of the natural convection heat transfer coefficient of the reference material
to accurately represent the heat loss experienced by the sample. This work uses
numerical simulations and experimental measurements to demonstrate the issues
associated with the original 7-history method and its variations. Lastly the approach is
recommended which circumvents these identified shortcomings. This work may serve
to focus research on developing a rapid measurement technique which utilizes a more

fundamentally sound basis.

2. Review of T-history method variants
2.1. The original T-history method

The original 7-history method [20] was aimed at simultaneously measuring the
melting point, heat capacity, enthalpy of fusion, and thermal conductivity of several
samples in a single experiment. It is based on the derivation of a model for the
situation where a test tube containing the material in question is at a uniform initial
temperature (7)) and is subsequently exposed to a lower atmospheric temperature
(T,). It is stated that the atmospheric temperature can be time dependent; however,
this refers to the free stream or bulk temperature of the atmosphere. It is explicitly
mentioned that if the Biot number is less than 0.1 the temperature distribution in the
sample can be neglected and the lumped capacitance method can be used. The rest of

the derivation is based on this assumption. It is stated that for natural convection a
3
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heat transfer coefficient of 5-6 W-m™-K™' can be expected. Also all salt hydrates have
a stated thermal conductivity greater than 0.3 W-m™-K™, which satisfies the Biot
number condition. Using the measured temperature of the sample (7(?)) as it cools, the
amount of energy leaving the system can be calculated as:

tf
AE = f Ah(T(6) — Too)dt = (T — T ) (Mycpr + MsaCpsa) (1)
t

0

where /4 is defined as the natural or free convective heat transfer coefficient of air, 4,
is the outside area of the tube, 7 is the final measured temperature and the subscripts ¢
and sa refer to the test tube and the sample respectively. It should be noted that in the
original derivation, it is not explicitly stated, but since the convective heat transfer
coefficient (4) is immediately moved outside of the integral it was implicitly assumed
to be constant over the entire time period. The assumptions made regarding the heat
transfer coefficient and the heat losses are crucial to the validity of the overall
approach.

The same equation (1) is applied to both the sample, PCM, and the reference,
usually distilled water. However, the time frames, over which the integration is done,
are split differently. For the PCM three segments are defined: from time = 0, at the
start of the experiment to ¢, at the start of the phase change process (at which point
the temperature is denoted 7 or 7,, depending on whether sub-cooling occurs or not).
Then from ¢; to ¢,, at the end of the phase change process and finally from ¢, to #;,
which is an arbitrary time after solidification has concluded until the sample reaches
what is called the reference temperature, or to avoid confusion the final temperature
(T).

The exact position at which the phase change process is deemed to have ended is
not precisely defined and depends on the operator. For this reason some researchers
[21] have suggested a more analytical definition of this point. On the other hand for
the reference only two segments are defined, the first from time = 0, at the start of the
experiment to ¢’;, which is the time taken for the reference to cool down to the
temperature at which phase change starts (7, or T;). This may be different from the
time taken for the sample to reach this point. The second period runs from ¢’; to ¢,
which is the time taken for the reference to reach the final temperature.

To keep the following derivations simple it is assumed that the PCM does not sub-

cool and the phase change occurs at constant temperature (7,), i.e. an ideal
4
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thermodynamic transition. This neglects any sensible cooling experienced by the test
tube during a test run. By taking the ratio of equation (1) for the sample and reference,

over the first time period, one obtains:

fotlAt,php (Tp () - Tw)dt _ (To,p - Tm,p)(mt.pcp,t + mpcp.p)
fotllAt,rhr(Tr (t) — T,)dt (Tor = T ) (MerCpr + My )

(2)

where subscripts p and » denote the PCM and reference respectively. It may then be
assumed that the two test tubes are identical both in terms of geometry (4,) and weight
(m;). Furthermore the sample and reference are both heated to the same starting
temperature. As noted the time interval, ¢#’;, is chosen such that the reference
temperature at this time is equal to the phase transition temperature of the sample (7, ,

= T,), thus equation (2) simplifies to:

fotlAthp(Tp(t) — T, )dt _ (mecpr + mycyp)
[ A (To(0) = Tde  (MeCpe +mecy,)

(3)

The L.H.S. of equation (3) represents the ratio of the heat lost from the sample and
the reference over two similar time periods (since there is no sub-cooling) through
convection. Unless the heat transfer coefficient is somehow measured over time for
both sample and reference it is clear that these two integrals can be evaluated if and
only if two primary assumptions are valid:

1. The heat transfer coefficients are both constant over the respective time
intervals.
2. The heat transfer coefficients are both equal.

When these two assumptions are satisfied, equation (3) may be simplified to the

final equation given in the original derivation for the modelled liquid heat capacity of

the sample:

_ (mecp +mycy,,) LT, - T)de Cmucpe  (Mecpr tMiCpr) A MGy

Cph1 — 7 - ’
Pt my [THT () = To)dt ™My my Ay my

0

Here A; and A’; represent the integrals of temperature only. During the phase
change, the energy change of the sample is more correctly described by:

AE = j AT = To)de = mptn (5)

0

where H,, is the enthalpy of fusion. In this case the ratio of the expressions for sample

and reference (for the same time interval as before) are:
5

(4)
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ta
ft1 Achy (T, (8) — T, )dt ~ my,Hp,
[ A (T8 = Tde  (To = Tn) (mecye +mycyy)

(6)

Again it is clear that the only way to evaluate the integrals is if the previously
asserted two assumptions regarding the heat transfer coefficient are satisfied. If this is

done one arrives at the final model expression for the enthalpy of fusion:

_ fttlz(Tp(t) o T°°)dt (TO - m)(mtcp,t + mrcp,r)

Jy (T () - Tt Mo
_ (TO - Tm) (mtcp,t + mrcp,r) é (7)
m, Ay

In this case A, represents the additional integral. In the original paper [20]
equation (7) contains an additional term which accounts for sensible energy lost from
tube. This is only relevant if the phase transition does not occur at constant
temperature.

For equation (6) the integrals again represent the heat lost from the sample and
reference but in this case the two time periods are less closely related than for
equation (3). Thus, for arguably this most important property enthalpy, the original
method not only assumes the convective heat transfer coefficients for these different
and arbitrary time frames are constant but also exactly equal. The experimental rig
used in the original investigation is defined as glass test tubes with a diameter of 10.4
mm and height of 180.6 mm. The thermocouple diameter is given as 0.7 mm and the

tip is placed 108 mm from the top of the test tube.

2.2. Methods assuming a constant heat transfer coefficient as a function of

temperature

One of the earliest modifications was proposed by Marin et al. [22] and the
mathematical analysis is slightly different. In this case the same energy balance is
done as before, again for both the sample and reference and the ratio is taken. Most
significantly however, this is done over a “very small interval”, the exact size of
which is not mentioned. The interval is stated as being over a small change in the
temperature 47;, which has the same size for both sample and reference. It is not

explicitly mentioned but it may be assumed that this delta temperature is measured at
6
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the point in time where the sample and reference are at the same temperature. This is
based on the fact that all heat capacities used are stated as being at the same
temperature (7;) and two non-identical time periods are used (4¢; and 4¢’;). The latter
implies that while the change in temperature is identical, it can occur over different
time periods for sample and reference. In addition, instead of using the heat capacities
and the enthalpy of fusion as done previously, the balance is simply done using
specific enthalpy directly, thereby incorporating both prior quantities into a single

value. Thus the original equation (2) is modified to:

t;+At;
)i, A phy(Tpi — Too )t B m,AH; ®
ftt,,_i-l-At,iAt,rhr(Tr'i — Too)dt (T; - Ti+1)(mt,rcp,t + mrcp,r)

The same assumptions can be made regarding the tubes as before. This looks
similar to the original, however, by choosing the temperature interval for both sample
and reference to occur at the same absolute temperature, the two primary assumptions
required to complete the integration are modified to:

1. The heat transfer coefficients are both constant over the small time
intervals, At; and At ;.

2. The heat transfer coefficients are both equal when measured at the same
temperature.

In which case the equation can be simplified and rearranged to give the system

model:
ti+At;
AN = fti (Tp,i — Tp)dt (mtcp,t + mrcp,r)ATi _ ATi(mtcp,t + erp,r)ﬁ )
i ftt,’_i+At,i(Tr’i _ Too)dt mp mp A,i

Similarly to the original derivation the published version of equation (9) also
contains a term which accounts for the sensible energy lost from the tube if the phase
transition does not occur at constant temperature. It should be noted that for materials
undergoing a thermodynamically ideal phase transition or similar, the approach
implies that the heat transfer coefficient for the reference at virtually a single instance
in time is identical to that of the sample over its entire phase change period. The
reason is that the phase transition occurs at reasonably constant temperature over a
long time period while this temperature change occurs for the reference over a much

shorter time.
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This was one of the first experimental measurements to be conducted in a
“motionless” enclosed air chamber (size not given) with a specified maximum
temperature change of < 1 °C. The experimental rig used is defined as glass test tubes
with an inner diameter of 10 mm, thickness of 1 mm, and height of 250 mm. The
thermocouple thickness is given as 0.127 mm.

A related experimental methodology was proposed by Sandnes and Rekstad [23].
In this case three heated reference samples are placed on an insulating polystyrene
square. The reduction in temperature is measured; the heat loss rate is calculated for
each and averaged. Then, a polynomial fit of the heat loss rate is made as a function
of temperature. Three PCM samples are then subjected to the same procedure under
identical conditions. The previously determined function is used to calculate the heat
lost from the sample at any given temperature and the energy balance is performed to
determine the enthalpy change of the sample. This is also done over short time
intervals, stated as being equal to the sampling interval. Thus instead of taking the
ratio of the heat loss from the sample and reference, the heat loss rate from the
reference is substituted directly into the energy balance for the sample, but only at a
given temperature.

This is very similar to the prior method where the heat transfer coefficients at a
given temperature are assumed to be equal and thus by implication the heat loss rates.
If the integration required in equation (9) is done at identical temperature values (7))
and for the same incremental changes (47;) in sample and reference, the ratio of 4;
and A4 ’; reduces to a ratio of the time intervals A¢; and A4¢’;. Thus equation (9) becomes:
_ AT; (mtcp,t + mrcp_r) At;

m, At';

AH; (10)

This can be restated as:

AH; = AT; (mtcp,t ’+ mrcp,r) & _ Qloss,iAti (11)
At’; my m,

where Q.loss’l- is the heat loss rate of the reference sample at the temperature 7; over the
time interval A¢’;. This is identical to the model expression given by Sandnes and
Rekstad with the exception that the sensible energy changes of the test tube (similar to
both prior methods) and that of the sensor are subtracted from Q.loss’i. The reason for

the latter is the use of a significantly larger thermocouple (diameter = 12 mm)
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compared to the prior experiments. In addition, the test tubes used have a diameter of
31.6 mm and height of 107 mm. It is stated that the heat loss from the tube is
independent of the contents; however, similarly to Marin et al. [22] the approach
implies that the heat loss rate (or convective heat transfer coefficient) measured for
the reference at a specific instance in time is valid for the sample across the entire

solidification period.
2.2. Methods assuming a constant heat transfer coefficient as a function of time

A slightly opposing approach to the prior two was suggested by Kravvaritis et al.
[24,29]. The experimental setup is similar to Marin et al. [22], with the exception that
the container is actively heated and cooled. It should be noted that the heat transfer
coefficient referenced and calculated [29] in this investigation [30,31] is for free or
natural convection. This is not strictly valid for the experimental setup used since a
heating/cooling source will inevitably lead to forced convection in addition to the
natural convection caused by the test tubes. Instead of doing the energy balance for a
time period where the temperature of the sample and reference are the same, as done
previously, the energy balance is now done at the same instance in time. Thus

equation (8) can be restated, but using effective heat capacity instead of enthalpy, as:

ti+At;
fti Acphy (Tp,i(8) = Ten)dt _ MypCp erri(Tip = Tirrp)

fttii-l_AtiAt,rhr (Tr,i(ti) - Too)dt - (Ti,r - Ti+1,r)(mt,rcp,t + mrcp,r)

(12)

The same assumptions can be made regarding the tubes as before. For this case
the temperature values of the sample and reference are completely unrelated, thus the
two primary assumptions required to complete the integration are modified to:

1. The heat transfer coefficients are both constant over the small time interval
At

2. The heat transfer coefficients are both equal when measured at the same
instance in time.

In addition, it is assumed that the integral can be calculated numerically using the

trapezoidal rule:

b —
[ s = L=R@ /O
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Substituting into equation (12):
Ati[(Ti,P B TOO) + (Ti+1.p - TOO)]/Z _ myCy eff(Ti,p - Ti+1,p)
Ati[(Ti,r - TOO) + (Ti+1,r - TOO)]/Z (Ti,r - Ti+1,r)(mtcp,t + mrcp,r)
This can be rearranged to give the system model:

_ Ati[(Ti,p - Too) + (Ti+1,p - Too)]/z N (Ti,r - Ti+1,r)(mtcp,t + mrcp,r)

(14)

C _—
pertt Ati[(Ti,r - Too) + (Ti+1,r - TOO)]/Z mp(Ti.p - Ti+1,p)
_ (mtcp,t + mrcp,r)(Ti,r - Ti+1,r) dAi,p (15)
mp (Ti,p - Ti+1,p) dAi,T

where dA4;, and dA;, represent the approximated integrals. This is the equation given
by the researchers but with the exclusion of the change in sensible heat of the tube
during phase change and the use of non-identical surface areas for the tubes. The data
visualization is formulated in terms of “an effective thermal capacity function”, which
is in reality the temperature derivative of the enthalpy. An equivalent value can be
obtained by dividing the calculated enthalpy change across the interval, equation (9),

by the temperature change across the interval, giving:

B (mecpr + mpcyr) A
Cpeffi = A’

- (16)

In this approach the heat transfer coefficient during the entire phase change time
period is not assumed to be an approximately constant value (calculated from the
reference) as in prior two investigations. Instead it is equal to the value acting on the
water tube at the same instance in time, irrespective of the sample and reference
temperatures.

An approach which avoids integration altogether was suggested by Moreno-
Alvarez et al. [25]. Instead of doing the energy balance across a tangible time interval,
this approach does the balance for an infinitesimally small time period. In this case

the energy balance equation could be rewritten as:
li AE—AhT T,) = 1li AT 17
A%I—I}OE =Ah(T(t) - Ty) = A%r_{loﬁ(mtcp,t + mpcp.p) (17)

This can again be done for both sample and reference and the ratio taken to

provide:

AT,
Aephy (T, (D) — To,) MM 7 (Mepcpe +mycpp)

At,rhr (Tr(t) - Too) B lim ATr
At—0 At

(18)

(Mmercpe +Mpcp,y)

10
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This can be rewritten as:

AT,
_ llm o At Atp P(T (t) = T ) (mtrcpt +mrcpr) 19
o = o (19)

AT,
11m N3 Atrh (T,.(t) — Ty)

Equation (19) is equivalent to the one provided by the authors with the exception
that the sensible energy of the sample tube is not accounted for. In the paper it is
stated that, provided the tube areas are close to equal, the heat transfer coefficients
may be taken as equal. Practically however, in order to compute equation (19) an
assumption must be made whether to calculate the two temperature gradients in the
equation at the same point in time or when the temperatures are equal. It is never
explicitly mentioned but since experimental data is invariably collected as a time
series progression it is logical to assume that the differentials are approximated at the
same point in time. By implication the primary assumptions for this method are the
same as for Kravvaritis et al. [24]. If the sampling interval is small the differential can
approximated as the change over the sampling interval:

li AT,
i At (Ti+1,r —T;r)/ At

lim AA_’I;,? (Ti+1,p - Ti,p)/Ati

At—0

(20)

This can be substituted into equation (19). It is then easy to show that, if one
assumes that the temperature value for that interval is the average of the current and
next values, 7, (t) = (T;,*7Ti+1,)/2, equation (19) is in fact identical to equation (15).
No detail on the experimental setup is given since only data sets from prior studies are

used.

2.3. Methods assuming a negligible heat transfer coefficient

A novel study was conducted by Lazaro et al. [26] at ZAE-Bayern. In this
investigation, an insulated enclosure is also used but with some very specific
modifications. Firstly, the interior air is heated or cooled using a heat exchanger and a
fan to provide forced convective circulation. Secondly, the samples are housed in
insulated containers. The dimensions of the enclosure and sample containers are not
given. However, it is stated that the sample container is constructed such that the

sample is heavily insulated. This fact, coupled with the forced convection inside the

11
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enclosure, makes the insulation the dominant thermal resistance in the system. Thus,
the convective heat transfer coefficient becomes largely irrelevant in the analysis.

Unfortunately detail is not given on the mathematical model and data analysis
technique used. However, the experimental setup makes it highly likely that the heat
loss of the reference at a certain temperature is assumed to be equal to that of the
sample at the same temperature. While similar to earlier methods, this however
implies the assumption that the thermal conductivity of the reference insulation is
equal to that of the sample, not the convective heat transfer coefficients.

A similar approach was recently proposed by Badenhorst [27]. In this case, a
cubic polystyrene container (13x13x13 cm) with low thermal conductivity (0.024
W-m™"K™) is used. A cavity (3x3x3 cm) inside the container is filled with PCM,
which is resistively heated and allowed to cool very slowly whilst measuring the
temperature at the core and outer edge of the PCM. The container was suspended in
air to avoid thermal contact with any surface. A rigorous fundamental model of the
system was developed to predict the cooling behaviour. This can be used to determine
the melting point, heat capacity, enthalpy of fusion, and thermal conductivity of a
given sample.

The exterior of the container is assumed to be at ambient temperature (measured
throughout the experiment) and thus the convective heat transfer is not relevant. This
work demonstrated that a large temperature gradient can develop between the core
and outer edge of the PCM even during extremely slow cooling. The approach has the
added advantage of not requiring a reference sample. This is made possible by fully
accounting for heat losses from the system through an accurate conduction model.

Additionally, recent work by Tan et al. [32] has demonstrated that, due to the
transient nature of the measurement, it is also critical to consider the thermal mass of

the insulation during such measurements.

3. Methods and calculations

Two basic experiments were done to provide the data required for the estimation
of the convective heat transfer coefficient during a typical 7-history method test. First,
a test tube was filled with distilled water and heated in a lab convection oven to a set
temperature. The tube was then exposed to ambient air and allowed to cool. This is

done by placement on a flat polystyrene base (thermal conductivity: 0.024 W-m™-K™")
12
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in a large open room. This is very similar to the experimental setup of Sandnes and
Rekstad [23]. A variety of test tubes were tested in this configuration, with

dimensions given in Table 1.

Table 1: Dimensions of test tubes used in the experimentation

Length (mm) 150 153 113
Inner Diameter (mm) 15 24 28
Thickness (mm) 1 1 2

The temperature of the fluid was measured using a thermocouple located at the
centre of the test tube. A variety of thermocouples were tested with diameters of 6, 1.5
and 0.2 mm, respectively. The ambient air was also measured and both signals
digitally sampled. Every combination of tube and thermocouple were tested. During
the second test, two identical test tubes were filled with liquids and heated in an oven
to a predetermined temperature. The two tubes were then exposed to ambient air and
allowed to cool, by placement on a wooden test tube rack in a large open room. The
tubes were located 40 mm apart and were either both filled with distilled water or one
filled with water and one with ethanol. The same configuration is used to generate 7-
history data for a PCM, myristic acid, using distilled water as reference. Myristic acid
(CAS 544-63-8) with a purity >95% was obtained from Sigma-Aldrich.

Numerical simulation was done in the commercial package ANSYS Fluent ®.
Fluids were modelled as constant density while the ambient air was modelled using
the ideal gas law. This captures natural convection in the air space but neglects such
movement in the fluid within the tube. The exception is when modelling the PCM, in
which case the Boussinesq approximation is used. This accounts for the body force
experienced by the fluid phase due to buoyancy. Simulations are conducted in double
precision and the convergence limits on continuity (and velocity) and energy are
0.001 and 1x107°, respectively. The PRESTO! algorithm and SIMPLE scheme are
used for pressure spatial discretization and the pressure-velocity coupling. Grid size is
varied from 1 mm intervals at the test tube up to 20 cm at the edges of the container
depending on its size. Flow is assumed to be laminar and Newtonian while thermos-

physical properties are assumed constant.
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A variety of physical configurations were examined. As an ideal case (A) a small
test tube (glass) filled with fluid (water) was simulated as being suspended in a large
open room (10x10x10 m). All simulated test tubes had the dimensions of those used
in the investigation by Marin et al. [22]: inner diameter of 10 mm, thickness of 1 mm
and height of 250 mm. In the second simulation (B) the test tube is placed on a flat,
wooden table to represent this potential airflow obstruction. Finally, (C.1) the tube is
placed inside a square container (50x50x50 cm). These designs are shown

schematically in Figure 1.

A B - C

Fig. 1: Simulation configurations.

The last configuration was expanded as shown to include two tubes (C.ii). For this
arrangement the fluids in the tubes are varied in a similar fashion to the experimental
investigation: either both filled with distilled water or one filled with water and one

with ethanol.

4. Results and discussion

The simulation was validated using configuration (B) and the experimental data
for a single tube filled with distilled water. During validation only the tube geometry
and starting temperatures are changed to correspond with the specific experiment.
Shown in Figure 2 is the predicted cooling curve and experimental result for cooling

of distilled water from 55 °C.
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Fig. 2: Simulation validation using experimental results.

The prediction agrees well with the experimental results indicating that the
simulation accurately represents the sample and its heat loss over time. The
simulation is further validated against the data from Sandnes and Rekstad [23] also
using configuration (B). In this case the averaged cooling data of the water reference

samples are compared to the predicted response.
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Fig. 3: Simulation validation using results of Sandnes and Rekstad [23].

The fit is good but a deviation from the measurement is visible. The reason for
this is a noticeable drift in the ambient temperature as seen in the experimental data.
The lumped parameter or lumped capacitance model forms an integral part of most of
the preceding techniques. This model is derived for an arbitrarily shaped body which
is heated to a homogenous starting temperature and then allowed to cool in a fluid. It
is important to note that a basic assumption of the model is that the body is
homogenous and a solid. In no way does the analysis include a change of phase with
its associated energy release, nor does it include the presence of both a solid and

liquid phase within the body. Nonetheless, based on the assumption that the body
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experiences an extremely small temperature gradient, a transient energy balance can

be done to yield the expression:

T(t) — T, —hAst
o=l ) e

The derivative of this expression with respect to time is:

— —hAgt
1 dT(t): hA e( /pCpV) 22)
T, — T, dt pC,V

The ratio of equations (22) and (21) gives:

1 dT(t) [—hA, ’3
T(t)—T, dt _<pcpv> (23)

This can be rewritten to find:
—pC,V  dT(t)
As(T(t) —Ty,) dt

If all the assumptions underlying the lumped parameter model are met, a plot of

h(t) =

(24)

the temporal derivate of the temperature signal divided by the temperature signal itself
should give a constant value over time. This value must be equal to the convective
heat transfer coefficient, provided the applicable values for the tube geometry,
physical properties of the material and the ambient temperature signal are used in the
calculation.

The experimental results for the first test, the cooling of single test tube filled with
water, are examined based on such a plot of h(t). As mentioned, all possible
combinations of tube and thermocouple were explored. However, for clarity and
brevity only five representative results are presented in Figure 4. The results are
displayed as the convective heat transfer coefficient, calculated using equation (24).

25

@® Experiment 1
A Experiment 2
¥ Experiment 3
W Experiment 4
* Experiment 5

20

15

h(t) [W.m 1 K1)

0 10 20 30 40 50 60
Time [min]

Fig. 4: Experimental results for cooling of single tube filled with water.
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433

439 The measured convective heat transfer coefficients are not stable over time and
440  undergo substantial fluctuations. This is true for all the experiments conducted. The
441  tests also exhibit a variation up to a factor of 2 in the absolute value of the average
442  heat transfer coefficient, relative to each other. This is not unexpected given the
443  wvariation in experimental configurations. This demonstrates that it is necessary to
444 have a standardized experimental setup to ensure consistent results.

449 Across the majority of experiments the heat transfer coefficients exhibit the
450  tendency to decrease over time. In some case as much as a 50% reduction is realized
451  between start and finish. This is due to a reduction in the driving force for generating
452  convective air flow as the tube cools. At an experimental time of 60 minutes all
453  samples are within 10 °C of ambient. Beyond this point the calculated heat transfer
454  coefficient becomes extremely noisy with large fluctuations. The calculated heat
455  transfer coefficient then carries a very high uncertainty due to the derivative of the
456  temperature signal, which is only changing marginally. Thus, from the experimental
457  data it is clear that the heat transfer coefficient cannot be considered constant across
458  long time periods of time.

455 To understand why these variations occur it is useful to examine the simulations
456  which represent this and other related scenarios. Simulation configuration (A)
457  represents a somewhat idealized case: a single glass tube suspended in a very large
458 room. There are no physical obstructions, airflow is free to develop and the
459  temperature rise of the air is negligible. This can be verified by a contour plot of

460  temperature as shown below in Figure 5 (A).

(b)

0.225

0.150 [ms"]

0.075

0.000

Configuration A
|

456
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Fig.5: Simulation results configuration (A) after 3 minutes elapsed time: contour

plots of (a) temperature and (b) air velocity

After three minutes there has been virtually no change in the room temperature,
however the impact on the air circulation is substantial. Two cells have developed and
air circulation is highly erratic. In the case of a tube placed on a table, due to the
presence of the table structure, the flow patterns are disrupted. This is especially true

in the region close to the tube as can be observed in Figure 6.

Fig.6: Close-up of table structure in configuration (B) after 3 minutes elapsed

time: contour plot of air velocity

Unstable and sporadic vortices form leading to highly erratic flow patterns. These
instabilities lead to the fluctuations found in the experimentally determined heat
transfer coefficients. The situation is similar for the next case where the test tube is
confined to a small container. The predicted system behaviour for this configuration

(C.1) is illustrated below in Figure 7.
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476 Fig.7: Simulation results configuration (C.1) after 10 minutes elapsed time:

477 contour plots of (a) temperature and (b) air velocity

477

482 An erratic airflow develops which is closely related to the prior two cases. Due to

483  the smaller volume of air, the air temperature rises far more rapidly than in the room.
484  Thermal stratification is clearly visible in the container. This result implies that
485  without active heating/cooling it will be very difficult to maintain the temperature
486  change inside the box to less than 1 °C during cooling.

492 All three of these configurations indicate that an unstable convective heat transfer
493  coefficient forms under natural convection, as observed experimentally. This is
494  unavoidable due to the nature of the air movement which develops around the test
495  tube. Thus the experimental and simulation results both indicate that it is infeasible to
496  assume that heat transfer coefficients remain constant for extended periods of time.
497  This invalidates the underlying assumptions of the original 7-method. The limitations
498  of the arbitrary time frames used by the original approach are overcome by all
499  subsequent modifications of the original method examined here. In each case the
500 energy balance between sample and reference is only completed over a short time
501  interval.

495 The next experimental tests aim to determine whether a reference material,
496  cooling down alongside the sample, can be used to calculate the sample heat loss at a

497  given temperature or point in time. First two identical tubes were filled with distilled
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501  water and subjected to the 7-history method. The heat transfer coefficients for both
502  tubes exhibited large fluctuations and a gradual decay. However, a definite correlation
503  exists between the two tubes and the time based variations are mutual for both tubes.
504  This is due to interaction of the airflow which develops between the two tubes, as can
505  be demonstrated using the simulation for this case. The velocity contours for a double

506  tube configuration are demonstrated in Figure 8.

0.222 H
0.195 [m.s’]
0.168 :
0.140

0.113

0.086

0.058 i
0.031 l
0.004

502 o]
504 Fig. 8: Simulation contour plots of air velocity for configuration (C.ii) after (a) 3

505 and (b) 25 minutes elapsed time.

505

512 The tubes are in close enough proximity to influence the air flow in the region

513  between them quite differently from the flow on the outside of the tubes. This would
514  also be the case for horizontal tubes. For tubes filled with identical liquids this does
515 actually yield very similar heat transfer coefficients. However, a more realistic case is
516  where the fluids in the tubes have different thermal properties. To represent this
517  situation the test was repeated but with water in one tube and ethanol in the other. The

518  results are given in Figure 9.
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Fig. 9: Experimental results for cooling of two tubes, one ethanol (a) and one

water (b), against time.

The first noticeable outcome is the fact that at any given time and by implication
any given temperature, the calculated heat transfer coefficient values differ. The value
for ethanol is significantly lower than water. This is not unexpected if one considers
the fact that the water cools far less rapidly than the ethanol. The outer temperature of
the water can be higher than the ethanol by more than a factor of two (normalized to
ambient). Thus the density of the air in contact with the water tube is significantly less
than the ethanol tube, hence the buoyant force and consequently air velocity
developed is much higher. This leads to a substantially higher convective heat transfer
rate. In fact, if the 7-history was used to calculate the heat capacity of ethanol using
this data set, the estimated value would be 3145 J/kg, an error of 29%. This
observation directly invalidates approaches which assume that the heat transfer
coefficients are equal, whether at the same temperature or point in time.

In addition, it was found that this test had poor repeatability. When the experiment
is repeated under practically identical conditions the heat transfer coefficients
developed are not the identical. This is due to the chaotic nature in which the air flow
develops around the tubes. As can clearly be seen from Figure 9, the two signals are
correlated in time, meaning they experience similar peaks and valleys at the same
moment in time due to their proximate interactions. The implication of this is that
when compared at the same temperature, these fluctuations are not coincidental. This
is evident from Figure 10, where the heat transfer coefficients are plotted against

temperature.
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Fig. 10: Experimental results for cooling of two tubes, one ethanol (a) and one

water (b), against temperature.

The event which temporarily increases both heat transfer coefficients at an
experimental time of around 28 minutes, occurs for ethanol at 36 °C but for water at
44 °C. Thus it is not possible to state that the heat transfer coefficient is a simple
function of temperature, such as 4(7) = T", since this expression does not accurately
represent the heat transfer coefficient at any given moment.

Conversely, the two calculated heat transfer coefficients shown in Figure 9
demonstrate an excellent correlation in time. This does not however imply that it is
better to assume that the heat transfer coefficients for sample and reference are equal
at a given time in the experiment. As already demonstrated the value measured for
ethanol is significantly lower compared to water due to differences in temperature and
hence driving forces for convection at any given time. This effect is highly
exaggerated in the case of phase change materials, as demonstrated by the

experimental result for the cooling of a PCM, illustrated in Figure 11.
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Fig. 11: Experimental result for PCM cooling
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The temperature of the PCM remains high during phase change while the
reference fluid cools to ambient. An extreme case is demonstrated by Ref fluid B
which has significantly lower thermal capacity. It cools rapidly to ambient, resulting
in very limited convection around the reference tube after approximately 20 min. By
suitable choice of the reference an improved estimate may be achieved, but it would
be impossible for the convection coefficients to be equal due to the effect of phase
change.

Thus despite the fact that the sample and reference heat transfer coefficients may
be correlated both in time and temperature, they cannot be equal at any given time or
temperature. Hence there will always be an associated error in every derivation using
convective heat losses as part of the calculation through the energy balance. This is
true whether the method involves integration [20,22,24] or differentiation [25]. The
only way in which this error can be eliminated is by removing it from the
computation, as is done in the third class of methods.

To achieve this it may be assumed that the convective resistance of the system
should be less than 5% of that of the conductive. Using the standard expressions for
these variables [33] it may be shown that for an enclosure using the polystyrene
material mentioned earlier [27] (k~0.024 W.m™.K™), a will thickness of 32 mm would
be required. For this case the convective heat transfer coefficient is assumed to be 15
W.m>2 K" in accordance with the average, measured natural convection values. The
thickness can be further reduced if a forced convection setup like the one of Lazaro et
al. [26] is used. In this manner the system can be tailor-made for a specific PCM to
achieve the optimal cooling rate.

The experimentally determined values for the convective heat transfer coefficients
are in the region expected for natural convection 10 - 25 W-m™-K™' [33]. However,
they are notably higher than the range of expected coefficients given by Yinping et al.
[20] as 5 - 6 W-m™-K'. Most T-history methods assume validity of the lumped
parameter model. To satisfy the Biot number requirement with the current values,
materials with thermal conductivities significantly higher than 1 W-m™'-K' on
average would be required, which excludes many PCMs. Furthermore as can be seen
from Figure 7, the boundary layer surrounding a tube grows in size, as would be
expected, from the bottom to the top. In addition, the linear velocity increases along

the tube. This is due to the buoyant force applied to the air, which increases as the air
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heats up during flow past the tube. As a result of these boundary layer and velocity
variations, the convective heat transfer coefficient can vary by up to a factor of three
between the top and bottom of the tube.

This demonstrates the inaccuracy of using a single heat transfer coefficient for the
entire tube. Furthermore, it raises doubts regarding the assumption that the Biot
number is satisfied at all positions on the tube for PCM experiments, especially for
tubes which have a large aspect ratio. As mentioned, the lumped parameter model
was not developed for a system where heat is released. High thermal gradients in the
sample have been found experimentally and through detailed modelling [27], in direct
contradiction with the use of the lumped parameter model. This conclusion is
supported by the recent work of Mazo et al. [34] which clearly demonstrates the effect
of radial thermal gradients inside 7-history samples cannot be neglected. Thus for all
of these reasons it is evident that the application of the lumped parameter method

should be avoided in favour of more rigorous and accurate representations.

5. Conclusions and recommendations

Energy storage remains a key issue in developing a sustainable energy mix. The
production of new phase change composite materials for thermal energy storage
necessitates accurate and representative measurement of their properties. While the 7-
history method offers a quick and simple solution, it has led to a wide variety of
alternatives and adaptions. None of these methods follow a standardized approach and
selecting between them has become very difficult.

It has been demonstrated that most of these variants can be classified into three

distinct classes:

1) Methods which assume the convective heat transfer coefficient is equal for
sample and reference at the same temperature.

2) Methods which assume the convective heat transfer coefficient is equal for
sample and reference at the same point in time, since the start of the
experiment.

3) Methods which assume the convective heat transfer coefficient is negligible,
achieved by making conduction the dominant thermal resistance in the system.

Both numerical modelling and experimental work have been used to test the

validity of the assumptions underlying the first two groups of models. This work has
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demonstrated that the convective heat transfer coefficients which develop under
natural or free convection are highly variable. The primary cause is the random and
disordered air flow which develops. It is however clear, that for two different fluids,
cooling down under these conditions it can never be stated that the convective heat
transfer coefficients are equal.

The convective heat transfer coefficients do however, exhibit varying degrees of
correlation as a function of both time and temperature. The latter is due to the fact that
the temperature of the material in question drives the buoyant force which creates the
convective effect. At higher temperatures this effect is increased (lowered air density)
and higher convective heat transfer is achieved. However, due to the fact that the air
flow zones which develop around the cooling sample and reference are mutually
interrelated time based fluctuations manifest on both. Thus, at any given point in time,
these random variations can shift the coefficient away from the value expected at a
given temperature in both sample and reference.

This is particularly problematic for phase change materials in cases where the
instantaneous value of the heat transfer coefficient for the reference is used for the
entire solidification time period. In addition, if the reference is chosen incorrectly the
sample may be undergoing solidification at the melting temperature while the
reference has cooled down to ambient. Comparing heat transfer coefficients under
such conditions would introduce significant error.

Furthermore, it was revealed that significant spatial variation of the heat transfer
coefficient occurs on the tube with cross flow effects possible between two tubes.
This, in conjunction with other effects such as convective forcing and sample thermal
gradients make it clear that a more rigorous model is needed and the lumped
parameter approach should not be used. The problem is overcome in the third class of
models. In this case conduction is engineered to be the dominant thermal resistance in
the system, thereby removing any uncertainty associated with the convective heat
transfer coefficient.

These systems can be constructed to reduce the experimental time to a minimum
for a given PCM composite. Furthermore the system can be fully analysed
analytically, thereby making the simultaneous reference sample complimentary rather
than required. Therefore, it is recommended that future effort is focused on

developing the third class of 7-history method systems. Additional effort should be
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placed on verifying the achieved conduction losses in this configuration through the
use of heat flux sensors to physically measure these values. In this manner all factors

can be accounted for and the analytical model of the method fully verified.
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Nomenclature

All values are in SI standard units

T, Melting temperature

Tnp Melting temperature PCM

Ty.r Melting temperature reference

T, Sub-cool temperature

Ty Initial temperature

Ty, Initial PCM temperature

e Initial reference temperature

Ty Final temperature

T, Ambient or atmospheric temperature
T() Temperature as a function of time (sample or reference)
AT; Temperature change at interval i

T; Temperature at interval i

Ti+; Temperature at interval 1+1

T, PCM temperature at interval i

T, Reference temperature at interval i
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AH,
Qloss,i

p

PCM temperature

Reference temperature

System energy loss

Initial time (¢=0)

Final time

Time change at interval i

Surface area

Heat transfer area (of test tube)

Heat transfer area (of PCM test tube)

Heat transfer area (of reference test tube)
Convective heat transfer coefficient
Convective heat transfer coefficient as function of temperature
Convective heat transfer coefficient (of PCM test tube)
Convective heat transfer coefficient (of reference test tube)
Time

Mass of test tube

Mass of reference test tube

Mass of sample test tube

Mass of sample

Mass of PCM

Mass of reference

Heat capacity

Effective heat capacity of PCM at interval i
Heat capacity of liquid

Heat capacity of solid

Heat capacity of test tube

Heat capacity of sample

Heat capacity of reference

Heat capacity of PCM

Enthalpy of fusion

Enthalpy change across interval i

Heat loss at interval i

Density
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