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CENTER CONDITIONS FOR GENERALIZED
POLYNOMIAL KUKLES SYSTEMS

JAUME GINE

ABSTRACT. In this paper we study the center problem for certain
generalized Kukles systems
=y, §=Po(x)+ Pi(2)y+ Pa(x)y’ + Ps(x)y’,

where P;(x) are polynomials of degree n, Py(0) = 0 and P;(0) < 0.
Computing the focal values and using modular arithmetics and
Grobner bases we find the center conditions for such systems when
Py is of degree 2 and P; for i = 1,2,3 are of degree 3 without
constant terms. We also establish a conjecture about the center
conditions for such systems.

1. INTRODUCTION

It is well-known that the center problem and the integrability prob-
lem for analytic differential equations in the plane are equivalent for
nondegenerate centers, that is, for singular points having imaginary
eigenvalues in their linear part. This is because the Poincaré-Lyapunov
theorem that says that a singularity of this type is a center if, and only
if, the system has a nonconstant analytic first integral in a neighbor-
hood of the singularity. We recall that center for a real analytic dif-
ferential system in the plane is an isolated singularity surrounded by
closed periodic orbits. Although several methods exist to find the nec-
essary conditions to have a center, the sufficient conditions are proved
using different methods and in some cases ad hoc methods for each
center case. However sometimes some cases remain open and all the
known methods fail, see [9] and references therein for the equivalent
case of a resonant saddle.

The sufficiency looking for a first integral is also approached by sev-
eral methods, see [9, 11, 21] but some particulary examples remain
open. Anyway there are some concrete families for which the center
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2 J. GINE

problem is fully understood, see [5, 17]. For instance the center condi-
tions for the polynomial Liénard differential system

(1) i=y, y=—g@)—yflz),
where f(z) and g(z) are polynomials were determined by Cherkas [1]
and Christopher [5].

The next generalization of such systems are called the Cherkas sys-
tems that can be written into the form

(2) =y, §=—g(x)-yf(@) - y*h(z).
In fact Cherkas [2, 3] considered the more general case
(3) & = Ps(x)y, y = Po(x) + Pu(x)y + Pa(a)y?,

where here Pj(x) are polynomials, with P3(0) # 0, Py(0) = 0 and
P3(0)P5(0) < 0. The necessary and sufficient conditions given by
Cherkas are rather complicated and based in the transformation of
system (3) into a Liénard system (1). More precisely the change

Y1 = Yy = yefom P2/Psdz transforms system (3) into the Liénard sys-
tem
F Py
4 T =y, 1 = 5 + Sy
(4) P, 2)

Nevertheless Christopher and Schlomiuk [7] showed that the centers of
system (3) arise from either a Darboux first integral of the form

(5) H = exp(D/E) [] €5,

where D, E and the C; are polynomials in C[z, y| and «; € C or from a
simple form of algebraic reversibility. Here algebraic reversibility means
that there exists an algebraic map that transforms our original system
into a time-reversible system. We recall that a time-reversible system
is a system whose phase portrait is symmetric respect to some straight
line passing through the origin.

In [6, chapter 5] it was affirmed without proof that the same results
can be obtained for more general systems of the form

6) =Py, §=DP(z)+ Pi(x)y+ Paz)y’ + Ps(x)y’,

where P; are polynomial. Unfortunately this assertion is not strictly
correct, see [13], but it seems be true extending the functional class of
the first integrals. System (6) include the Kukles systems, see [18, 22],
and is for this reason we call them generalized Kukles systems.

In fact system (6) can be reduced to system (3) if we know a par-
ticular solution of system (6). This phenomena seems similar to what
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happens with a Ricatti equation that can be reduced to a linear equa-
tion if we know a particular solution of it, but in this case surprisingly
we have an Abel equation. What happens is that we can reduce this
Abel equation of first kind into an Abel equation of second kind cancel-
ing the term of third degree in y. Let y = ¢(z) be a particular solution
of system (6), following Cherkas in [4] we apply the change of variable
y=¢(z)z/(z+ 1) and system (6) becomes

s 2
(7) T = @*Pyz,
2: P0+(3P0+QDP1)Z+(3PQ+QQDP1+¢2P2—QDQDIP4)Z2

Now we can apply the above transformation y = ¥y; to reduce system
(7) to a Liénard equation. Hence from the well-known center conditions
for the Liénard systems we can derive the center conditions for systems
(3) and (6). In this last case if we know a particular solution of the
original system (6). Nevertheless their explicit expressions are rather
complicated. These results permit to check if a particular system of
the form (3) and (6) has a center at the origin. However, in practice
from the conditions obtained it is not easy to get the explicit form of
the families with center even for systems of small degree.

2. ON THE GENERALIZED KUKLES SYSTEMS

Kukles [15] was the first in study systems of the form (6) and since
then they are called Kukles and generalized Kukles systems. The so-
lution to the center problem for the Kukles system was given indepen-
dently by Lloyd and Pearson [18] and by Sadovskii [22] using different
methods. The Kukles system is a system of the form

T =y,
8 . 2 2 3 2 2 3
y=—x+ Az +3Bxy + Cy” + Ka® + 3Lx"y + Mxy” + Ny,

where A, B, C, K, L, M, and N are real constants.
The solution of the center problem for system (8) is the following.

Theorem 1. The origin of system (8) is a center if, and only if, one
of the following conditions hold:
1) B=L=N=0;
2) A=C=L=N=0;
3) K—C(A+C)=L+B(A+C)=MA+2C)+C*(A+C) =
N =0;
4) AB4+ BC+ L+ N =0;
2B3 — ABC +2BK + CL + BM — 2AN = 0;
6B°L — ACL— ABM — BCK + KL+ LM + A*N +2KN = 0;
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6BL? —CKL — BKM — ALM +2AKN = 0;
203 — KLM + K?N = 0.

The sufficiency is straightforward. In case 1) system (8) is time-
reversible because is invariant by the symmetry (x,y,t) — (z, —y, —t).
In case 2) system (8) is time-reversible because is invariant by the
symmetry (z,y,t) — (—x,y,—t). In the case 3) system (8) has an
inverse integrating factor of the form

C3y2

A+ 207

In the sense of definitions given in [13] the system is Liouville inte-
grable and analytic reducible. Here reducible means that the analytic
differential system with a center is the pull-back a nonsingular point
differential system via an analytic map defined around the singular
point. Finally for the case 4) and following [22] we do the change of
variable y = (1 — Az — K2?)Y/[1 + (B + Lx)Y] and system (8) takes
the form

(9) &= (1- Az — K2?)Y, Y = —z+ Py(2)Y?,

where P3(z) = A+C+(3B*—~ AC+2K+M)x+(6 BL—CK — AM)z*+
(3L2— K M)z?. System (9) is time-reversible because is invariant by the
symmetry (z,Y,t) — (xz, =Y, —t). Moreover, in this case, and following
[19], it has the inverse integrating factor of the form

V = e w0’ (1 — Ax — K2* — By — ny)3 ,

where a; = —3A—2C and ay = (—9A? —18B? - 18K —6M)/6. There-
fore the conclusion is that all the center cases are Liouville integrable
or algebraic reducible. Recall that the algebraic reversible systems are
algebraic reducible, see [7].

V =1+2Cz + C*s* — 3By — 3BCxy —

The open question is to know if any center of equation (6) is Liouville
integrable or algebraic reducible.

The cases given in Theorem 1 were given in such form by Sadovskii
in [22]. The cases given in [18] are the classical cases given by Kukles
identified by (K1), (K2), (K3) and (K4) and two more cases given
by Theorem 2.1 and Theorem 2.2. The case (K1) corresponds to a
particular case of 4) in Theorem 1. The cases (K2), (K3) and (K4)
correspond to the cases 3), 1) and 2) of Theorem 1, respectively. The
case given in Theorem 2.1 is, in fact, equivalent to (K1) and the case
given in Theorem 2.2 is a particular case of case 4) of Theorem 1. In [19]
the Kukles system is revisited and 5 centers cases are given. However
the last two cases in [19] are particular cases of case 4) of Theorem 1.
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In different works several generalizations of the Kukles system are
studied. For instance, in [23] it is studied the center problem for sys-
tems of the form

P4(37)yy/ = —PFy(z) — P2($)92 - P2n+1($)y2n+1

where the P;(x) are polynomials, Py(0) = 0, P}(0) = P,;(0) =1 and n
is a nonnegative integer using the techniques developed in [1, 2, 3, 4].

In [24] a straightforward generalization of the Kukles systems is stud-
ied and it is given necessary and sufficient conditions to have a center

at the origin for the system of the form
(10) i = y(1 + Dz + Pz?),
y=—a+ Az? + 3Bry + Cy* + K2® + 3La%y + May® + Ny

In fact 25 center conditions are found for system (10). In [16] the
authors consider the generalized Kukles system

& = y(1+ Dz + P2’ 4 Fx?),
(11) §=—a+A2* + 3By + Cy* + Ka® + 3La’y + May® + Ny’
+ Rat + 3823y + Way? + Vay?.
The authors show that the center variety of system (11) consists of

four components. Finally, in [25] are given 16 center conditions of the
differential system

j:‘ - ?JP8($)7
y=—ax+ P(z)y’ + Pio(z)y’,

where P; are polynomials of degree . All these results are obtained
using the techniques developed in [1, 2, 3, 4]. However the center con-
ditions are given in a explicit form which is rather complicate in order
to know if each center conditions is Liouville integrable or algebraic
reducible.

(12)

3. STATEMENT OF THE MAIN RESULTS

Following the notations used in [12, 13], in this work we aim to study
the center problem for systems of the form (6) where Py(z) = 1 and
Py is a polynomial of degree 2 and P, for ¢+ = 1,2, 3 are polynomials of
degree 3 without constant terms, i.e.,

T =y,
(13) U =— — byx? — (a2 + axx® + azx®)y
— (17 + co2® + e32°)y? — (dyr + do® + d32®)y°.

where a;, b; and ¢; € R. Hence system (13) has 10 arbitrary parameters.
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The next main result of the paper is the following.

Theorem 2. The generalized polynomial Kukles system (13) has a
center if and only if one of the following conditions holds.
(a) a3 = C3 = d3 = 0, a9 = albg, Cy = Clbg, d2 = dlbg.
(b) CLQZbQZCZZdQ:O.
(C) a3 = ag — ale = 3d3 — a1C3 = (IleCl — a1Cy — 3b2d1 + 3d2 =
2&? — 9@101 + 27d1 =0

Now we consider systems of the form (6) where Py(z) =1 and P, is
a polynomial of degree 3 and P, for ¢ = 1,2, 3 are polynomials of degree
2 without constant terms, i.e.,

T =y,
(14) §=—x — by — b3z’ — (@17 + axr?)y
— (a1 + cax?)y? — (dyz + dox®)y?.
where a;, b; and ¢; € R. Hence system (14) has 8 arbitrary parameters.

Theorem 3. The generalized polynomial Kukles system (14) has a
center if and only if one of the following conditions holds.
(a) bg = 0, a9 = albg, Cy = Clbg, d2 = dle.
(b) (IQ:bQ:CQ:dQ:O.
(C) b3 = Q9 — a1b2 = albgcl — Q1Cy — 3b2d1 + 3d2 = 2&? - 9@161 +
27d, = 0.
(d) a1:a2:d1:d2:O

From the previous results and other partial computations using mod-
ular arithmetics for systems of the form (6) where P,(z) = 1 and P, for
1 =0,1,2,3 are polynomials of degree bigger than 3 without constant
terms we can establish the following conjecture.

Conjecture 4. The generalized polynomial Kukles system (6) where
Py(x) = 1 and P; for i = 0,1,2,3 are polynomials of degree n with
c2 +d? # 0 for all i has a center if, and only if, one of the following
conditions holds.

(a) a; = Glbi, C; = Clbi and dz = dlbl fOT'i 2 2.

(b) a; =b; =¢; =d; =0, fori even.

(C) ?)P()(l’) + k?P1<I> = —2P0<I> + ]CZPQ(LE) + kgpg(l’) =0 fOT’ all

ke R.
(d) a; =d; =0 for alli.

We have excluded from Conjecture 4 the Liénard systems that have
any other centers, see [5, 12]. For instance the conditions as = a;bs,
as = a4b5/b4, ay = a3b4/b3, b5 = 2b2b4/5, b4 = 5b2b3/3, a; = bz = 0
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for i > 6 and ¢; = d; = 0 for all i give a center for system (6) that
indeed is a center of a Liénard system which is a particular case of the
Cherkas one, see [12, 13]. The proofs of Theorems 2 and 3 are given in
section 4, the sufficiency of the center conditions given in Conjecture 4
is proved in section 5.

4. PROOF OF THEOREMS 2 AND 3

To compute the necessary conditions we use the method of construc-
tion of a formal first integral but using polar coordinates. Hence in
systems (13) and (14) we take the polar coordinates x = rcosf and
y = rsin @ and we propose the Poincaré power series

H(r,0) =Y H,(0)r™,

where Hy(0) = 1/2 and H,,(#) are homogeneous trigonometric poly-
nomials respect to 6 of degree m. Imposing that this power series is a
formal first integral of the transformed system we obtain

H<T7 9) = Z VYZkTQka
k=2

where V5 are the focal values which are polynomials in the parameters
of system (13) or system (14), see [21]. The first nonzero focal value
for both systems is V, = —ay + a1by. The second nonzero focal value is

VG = 4&%&2 — 4(1?[)2 + 10(13()2 + 5&2[)3 — 5&1[); + 3a2b3
— 13&1[)263 + 3(1261 - 5&1[)201 + 2&102 + 6b2d1 — 6d2,

with b3 = 0 for system (13) and with a3 = ¢3 = d3 = 0 for system (14).
The next focal values are so big and we do not present here but the
reader can easily compute them. Hilbert Basis theorem says that the
ideal J = (Vj, Vg, ...) generated by the focal values is finitely generated.
Therefore there exist vy, vg, ..., v in J such that J = (vy,vg, ..., vg).
Such set of generators is a basis of J and the conditions v; = 0 for
j =1,...,k provide a finite set of necessary and sufficient conditions
to have a center for system (13) or system (14). We compute a certain
number of focal values thinking that inside these number there is the
set of generators. We decompose this algebraic set into its irreducible
components using a computer algebra system SINGULAR [14]. More
precisely using the the routine minAssGTZ [8] based on the Gianni-
Trager-Zacharias algorithm [10].

However we are not able to compute the decomposition of the ideal
generated only by the first ¢ focal values B; over the rational field for
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system (13) or (14). Hence we use modular arithmetics. In fact the
decomposition is obtained over characteristic 32003. We go back to the
rational numbers using the rational reconstruction algorithm present
by Wang et al. in [26]. As the computations have not been completed
in the field of rational numbers we do not know if the decomposition
of the center variety is complete and we must check if any component
is lost.

In order to do that let P; denote the polynomials defining each com-
ponent. Using the instruction intersect of Singular we compute the
intersection P = M;P; = (p1,...,pm). By the Strong Hilbert Nullstel-
lensatz to check whether V(B;) = V(P), being V' the variety of the
ideals B; and P, it is sufficient to check if the radicals of the ideals are
the same, i.e., if \/_] = /P, see for instance [21]. Computing over
characteristic 0 reducing Grobner bases of ideals (1 — wVay, P : Vo, €
B;) we find that each of them is {1}. By the Radical Membership
Test this implies that \/FJ C /P. To check the opposite inclusion,

VP C /B; it is sufficient to check that
(15) (1 —wpy, Bj :ppfor k=1,...,m) =(1).

Using the Radical Membership Test to check if (15) is true, we were
able to complete computations over the field of characteristic zero in
both cases and consequently no component is lost, see [20].

The sufficiency for conditions of Theorem 2 is proved in the following.
Under the assumptions of the statement (a) system (13) takes the form

T =y,

16
(16) g =—a(14bx)(1+ay+ay’+diy’),

which is a system that defines an equation of separable variables that
has a first integral of the form

2

22 byt O~ log(#i(y — #i
3 g(#i(y — #9))

H(z,y) = & 4 28
(#,y) = 5 + 2 +i:1a1+2cl#i+3d1#i2’

where #i is a root of the polynomial 1+ a;#i + ¢ #i? + d,#43. Taking
the exponential of this first integral we obtain a first integral well-
defined in a neighborhood of the origin and then system (13) has a
center at the origin.

Under the assumptions of statement (b) we have that system (13)
is invariant by the symmetry (z,y,t) — (—x,y, —t) and therefore the
phase portrait is symmetric respect to a line passing through the origin
and consequently it has a center at the origin.
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Under the assumptions of statement (c¢) system (13) becomes
T =Y,

1
(17) §=— 2—7x(3 + a19)(9 + 9box + 6ayy + 6abyxy

—2a2y* + 9c1y? — 2a2byry® + ey + 9esx?y?).

System (17) has the particular solution y = —3/a;. Now we apply
the change y = p(x)z/(z + 1), where ¢(z) = —3/a; and system (17)
becomes

T =9z,

18
(18) z :x( —a? — albyx + (3a? — 9y + 3aibyr — Iy — 903552)22).

System (18) is invariant by the symmetry (z,z,t) — (x,—z, —t) and
therefore it has a center at the origin.

The sufficiency for conditions of Theorem 3 are the following: Un-
der the assumptions of the statement (a) system (14) coincides with
statement (a) of Theorem 13.

System (14) under the assumptions of statement (b) is invariant by
the symmetry (x,y,t) — (—z,y, —t) and consequently it has a center
at the origin.

System (14) under the assumptions of statement (c) is particular case
of system (13) under the assumptions of statement (c) of Theorem 13.

Under the assumptions of statement (d) system (14) becomes
T =y,

19
(19) §=— 2 — bya® — bsz® — (1 + )y,

System (19) is invariant by the symmetry (z,y,t) — (z, —y, —t) and
therefore it has a center at the origin.

5. SUFFICIENT CONDITIONS OF CONJECTURE 4

We have performed the same computations for higher-degree gener-
alized Kukles systems with restrictions in the parameters getting the
same results which has led us to establish Conjecture 4.

The sufficiency for the conditions of Conjecture 4 are the following.
Under the assumptions of the statement (a) the generalized Kukles
system takes the form

T =y,

20
(20) g =— (1 +box +bsa® + - + 0z (1 + ary + ary® + diy?),
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which is a system that defines an equation of separable variables, hence
we can write

ydy / 2 n-1
= | —x(1+byx+bgx"+---+byx de+C
/ 1+ a1y + cay? + diy? ( 2 ’ )

where C' is an arbitrary constant. Therefore it has a first integral of
the form

2
xXr
H('Tay):E_'—

b b i log(#ily — #1) _
3 n+1 =1 ay + 2C1#’l -+ 3d1#22

where #i is a root of the polynomial 1 + a#i + c;#i% + di#4® and
taking the exponential of this first integral we obtain an analytic first
integral around the origin.

Under the assumptions of statement (b) the generalized Kukles sys-
tem is invariant by the symmetry (z,y,t) — (—x,y,—t) and conse-
quently it has a center at the origin.

We will see that under the assumptions of statement (c) the gener-
alized Kukles has a particular solution of the form y = k£ and we will
see that after a change of variable the system becomes time-reversible.
The condition in order that system (6) has y — k = 0 as invariant line
is Py(z) + kP (z) + k*Py(z) + k3P3(x) = 0. Now we apply the change
of variables y = ¢(x)z/(z + 1) where ¢(z) is the invariant line, i.e.,
¢(z) = k with k € R and system (6) takes the form
T = ]ﬂ2P4Z,

2: P0+<3P0+kP1)Z+(3P0+2]€P1+]{72P2)Z2
The assumption 3P, + kP; = 0 implies that system (21) is invariant by

the symmetry (x, z,t) — (2, —z, —t) and consequently it has a center
at the origin.

(21)

Under the assumptions of statement (d) the generalized Kukles sys-
tem is invariant by the symmetry (z,y,t) — (x,—y,—t) and conse-
quently it has a center at the origin.
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